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Prior to this, I served as an Applied Scientist on the Artificial General Intelligence (AGI) team at Amazon.  
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methodologies.
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Founded by Edo Liberty 

Created the vector database category 

Pinecone’s mission is to make AI knowledgeable  

Pinecone is the leading vector database for building accurate and performant AI 

applications at scale in production. 

Go and check it out: https://www.pinecone.io/



Agenda

Traditional IR  vs. RAG systems 

Sparse Retrieval in LiveRAG 

Advantages of Sparse 

Not a replacement for Dense: hybrid 

Future: Learned Sparse Retrieval for RAG



The Evolution of Retrieval

Traditional IR: Ranked lists optimized for precision, 
recall, and user clicks. 

RAG: Needs evidence retrieval that supports 
generation, not navigation. 

What matters now: 

• Faithfulness, coverage, reasoning chains 

• Retrieval that supports answer synthesis, not just 
result finding

From Ranked Lists to Generative Evidence



RAG Breaks the Old Rules

In RAG, the retriever isn’t helping a user — it’s helping a model. That changes everything.

Traditional IR

User browses ranked list

Optimize for top-k relevance (MAP, 
NDCG) 

eries are short, keyword-based

Focus on document ranking

Evaluation: clicks, rank positions

Retrieval ends with the user

RAG Systems

LLM consumes retrieved content

Optimize for grounding and synthesis

eries are natural, long-form, 
ambiguous

Focus on passage evidence selection

Evaluation: faithfulness, hallucination 
rate

Retrieval fuels generation



First Stage Retrieval

Dense Retrieval Sparse Retrieval



Most teams used BM25 

CIIR (used Lion) 

DoTA-RAG (prune with BM25) 

GraphRAG used BM25 to seed a graph 

Ragmatazz indexed with two BM25

Sparse Retrieval Ubiquitous at LiveRAG

Nearly all* LiveRAG teams used some form of sparse in their pipeline

* 17 out of 19 



Sparse Retrieval @ LiveRAG

Ragmatazz

TopClustRAG

RAGentA PreQRAG

Team Marikarp

Emorag

DoTA-RAG



Efficiency

Memory footprint 

Chen et al. (2022, EMNLP Findings) note that a BM25 inverted index for the MS MARCO passage corpus occupies only 
about 0.7 GB, whereas a dense retriever’s vector index can require tens of gigabytes (approximately 26 GB in their example)

Latency and Query Throughput 

Lin (2024, arXiv:2409.06464v1) shows that on the 15-million-document corpus a BM25 inverted index handles ~210 queries 
per second compared with ~56 QPS for a strong dense HNSW retriever, demonstrating that sparse retrieval can be faster than 
dense retrieval at large scale. 

Compute Requirements and Deployment Cost 

Lassance & Clinchant (2022) emphasize, “multi-CPU core + GPU (vs. mono-CPU core)” setups are often “the norm” for 
dense retrievers



Sparse retrieval captures lexical overlap: precise, 
interpretable, efficient. 

Dense retrieval captures semantic similarity: fuzzy 
matching, generalization. 

Combined they consistently outperform either one alone.

Not a replacement for dense!

A Proposed Conceptual Framework for a Representational Approach to Information Retrieval. Lin. SIGIR Forum 2021.



Score Fusion 
Combine the scores returned by the sparse and 
dense retrievers. 
RAGentA   NoobRAG 

Alternating merge 
Alternately selecting  from sparse or dense 
Team Marikarp 

Reciprocal Rank Fusion (RRF) 
Instead of scores, use rank positions 
RMIT–ADM+S   TopClustRAG   UiS-IAI   Ragmatazz   PRMAS-DRCA 

Retrieve + Rerank 
Retrieve w/ sparse and dense → then use a 
reranker to find common ranking 

Retrieve + Prune 
Retrieve w/ dense → Sparse-based Pruning 
DoTA-RAG

How to combine dense and sparse?



Hybrid and Sparse Retrieval Drive Better Coverage

“Disabling BM25 reduces Recall@5 by thirteen points 
because dense retrieval alone still struggles with 
misspellings and rare entities” - TinyUPR

“Our hybrid retrieval system achieves an MRR@20 of 
0.4290, outperforming BM25 (0.4205) by +2.0% and E5 
(0.3476) by +23.4%. ” - RAGentA



Complementarity Objectives for Hybrid Retrieval

On complementarity objectives for hybrid retrieval. Lee et al. ACL 2023.



What most teams use vs. what’s available

Despite sparse retrieval being everywhere, few teams moved beyond BM25.  

It’s a decades-old method, fast and solid, but doesn’t reflect recent progress in sparse neural IR.



History of learned sparse models

* Not an exhaustive list





An example 

Predict scores for each unique term of the document 

Directly store quantized scores in inverted index 

Score is the sum of intersection terms 

Goal: maximize the score difference between positive and 
negative document



Training a sparse model

Triples sampled from the MS-MARCO 
training dataset 

A query, a relevant passage, and a 
presumed non-relevant passage per sample 

Two scores for the corresponding two 
documents are computed 

Pairwise softmax cross-entropy loss over 
the document scores



Pinecone Sparse Model

Built on top of the DeepImpact architecture 

The model directly estimates the lexical importance of tokens by leveraging 

their context 

Outperforms BM25 by up to 44% (average 23%) NDCG@10 on Text Retrieval 

Conference (TREC) Deep Learning Tracks and up to 24% (8% on average) on 

BEIR.



Benchmarking pinecone-sparse-english-v0 



Contextual Importance

It leverages a combination of a traditional inverted indexes and 
contextualized language models for efficient retrieval 

It estimates the semantic importance to produces a single value impact score 
for each tokens of a document collection 



Whole-word tokenization

“Top cardiologists in Palo Alto for mitral valve repair”

Not limited to predefined tokens 

(e.g. ~32k BERT vocabulary) 

No undesired fragmentation of keywords 

No addition of unrelated/harmful tokens 

WordPiece tokenization Whole-word tokenization



Query-specific Retrieval Quality



Combining Sources Improves Recall



Learned Sparse Retrieval with Entities

DyVo: Dynamic Vocabularies for Learned Sparse Retrieval with Entities. Nguyen et al. EMNLP 2024.



✅ Treat sparse as a first-class citizen in RAG — not just a fallback for coverage. 

🔬 Explore modern sparse models like DeepImpact, uniCOIL, and SPLADE that combine efficiency with semantic awareness. 

🧩 Use sparse strategically for: 

🔗 Evidence grounding (exact terms matter) 

🔄 Multi-hop and graph-based reasoning 

⚡ Low-latency, high-throughput deployments 

⚖ Evaluate sparse and dense under the same conditions — scale, tuning, budget. 

💡 Design hybrid pipelines that do more than fuse — they collaborate.

Rethinking Sparse Retrieval in the Age of RAG

“RAG may be a generation task — but it’s still retrieval-augmented. Let’s make that retrieval smarter, faster, and sparser.”



Thanks!
Any questions?


